COMPUTATION REDUCTION TECHNIQUE FOR LOSSY JPEG2000 ENCODING
THROUGH EBCOT TIER-2 FEEDBACK PROCESSING

Te-Hao Chang, Li-Lin Chen, Chung-Jr Lian, Hong-Hui Chen, and Liang-Gee Chen

DSP/IC Design Lab., Graduate Institute of Electronics Engineeting and
Department of Electrical Engineering, National Taiwan University, Taipei, Taiwan, ROC
E-mail: {thchang, lilin, cjlian, serne, lgchen}@video.ee.ntu.edu.tw

ABSTRACT

A novel method to reduce computation of JPEG2000 en-
coding is proposed. The main concept is that most of the
computation in the entropy coder (EBCOT Tier-1) of
JPEG2000 is a redundancy especially at lower bit-rate,
and the proposed method can greatly reduce this redun-
dancy through the feedback of EBCOT Tier-2 processing.
By the information generated from Tier-2, computing time
of EBCOT Tier-1 at irreversible wavelet transform mode
(9-7 filter) can be reduced to about 40% and 20% at gen-
eral and high compression rate, respectively. And there is
even more reduction at reversible wavelet transform mode
(5-3 filter). ‘

1. INTRODUCTION

JPEG2000 is the next-generation image compression
standard, It is well-known as its better compression per-
formance compared with traditional JPEG standard espe-
cially at high compression rate {1}, However, the compu-
tational complexity of JPEG2000 is much higher than that
of JPEG. The bottleneck of JPEG2000 is the entropy cod-
ing module, say, EBCOT [2], since the operations in it are
bit-level processing, This kind of processing is difficult to
operate optimally on general purpose processors (GPPs)
and digital signal processors (DSPs) since they are byte-
Ievel computing systems. Therefore, EBCOT Tier-1 con-
tains a larger portion of computation than other modules
of JPEG2000 encoder, profiled at the rate of about 45% to
60% [3](4]. Reducing its computation can highly reduce
the total processing time of the whole system.

Omn the other hand, almost all the lossy image com-
pression techniques, including traditional JPEG, use quan-
tization scheme to perform compression rate control,
However, this scheme cannot ensure the best quality at a
specific bit-rate and provide accurate bit-rate estimation in
just one pass. Besides quantization, JPEG2000 provides a
better scheme to perform rate control in EBCOT Tier-2
processing. It uses the algorithm of rate-distortion optimi-
zation to precisely control the compressed file size and
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guarantees the PSNR performance at this file size is
nearly optimal. However, the processing of EBCOT Tier-
1 at low bit-rate cannot be finished until all the trans-
formed coefficients are coded even though many com-
pressed elements will be discarded through Tier-2 proc-
essing. In this paper, a technique for computation reduc-
tion of JPEG2000 entropy coder is proposed. The compu-
tation in EBCOT Tier-1 is greatly reduced as the com-
pression rate increases.

This paper is organized as follows. In Section 2, the
algorithm of rate-distortion optimization is introduced.
Section 3 describes the proposed computation reduction
method through EBCOT Tier-2, and the simulation results
are presented in Section 4. Finally, a conclusion is given
in Section 3.

2. RATE-DISTORTION QPTIMIZATION
ALGORITHM OVERVIEW

The framework of JPEG2000 encoder is arranged as fol-
lows, Discrete Wavelet Transform (DWT), followed by
quantization, and then EBCOT block ceding. In general,
quantization is not used for rate control in JPEG2000 en-
coder. Instead, it is applied to adjust the weights of each
different frequency sub-band based on the filter banks and
decomposition levels of DWT, and the quantization step is
set to 1, meaning no quantization, at reversible wavelet
transform mode. After DWT and quantization, the coeffi-
cients are partitioned into non-overlapped code-blocks,
which are the coding units for EBCOT. EBCOT, abbrevi-
ated from Embedded Block Coding with Optimized Trun-
cation, is divided into two parts as Tier-1 and Tier-2 cod-
ing. As implied by the name, Tier-1 utilizes context-based
arithmetic coding to encode each code-block into inde-
pendent embedded bit-stream. Tier-2 takes the responsi-
bilities of optimized rate control and code stream forming,
which is actually an encoder issue. )

In detail, the output of Tier-1 for each code-block is
an independent compressed sub-bit-stream. The sub-bit-
stream of a code-block is composed of several passes,
which represent the bit data of each bit-plane from higher
to lower in the code-block. Furthermore, every pass of a
code-block is a possible truncation point. That is, at a
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given bit-rate, one can set a truncation point for each
code-block, and discard all the passes behind them. The
algorithm to decide the truncation point optimally is based
on the rate-distortion criterion. That is, in order to mini-
mize the total distortion at a target bit-rate, the problem is
equivalent to use Lagrange operators and minimize the
following equation {5],

R"r _w_"t
Z( i i ) (l)

where R™ and D represent the number of the code
bytes and distortion (denoted by Mcan Squared Error,
MSE) of the i-th code-block beyond the truncation point
n,, respectively. Based on the method recommended by
JPEG2000 standard to solve this problem, we can calcu-
late the rate-distortion slope values of all the passes for
cach code-block by the following equation,

S/ =ADf 1AR} 2)

where AD! and AR mean respectively the decrease of
MSE and the increase of the number of code bytes be-
tween the k-th and (k-1)-th truncation point for the ith
code-block. With the increase of k, the truncation point
will be from the most significant bit-plane to the lcast sig-
nificant bit-plane. Therefore, the slope values have a natu-
ral trend to decrease monotonically since the value of the
delta-distortion becomes smaller, If there are some values
of these slopes that do not follow the rule, we should
merge these slopes. That is, we should delete this kind of
truncation points to avoid some slopes with the property
of 5! > 5™ for k—1=0. Then for a given bit-rate R.,we
can iterate a few cycles to find the maximal threshold
value A" satisfying S > A" for all code-blocks and
> Risk . Afterwards, the optimized set of truncation
points n», is found for the best quality of the compressed
image at this given bit-rate.

3. COMPUTATION REDUCTION TECHNIQUE

Examining the method introduced above, we can find that
S5} can be calculated just after Tier-1 finishes the coding
at the k-th truncation point since both AD and AR are
available. However, the iteration for finding the optimized
set of truncation points cannot be launched until all the
code-blecks are completely encoded. When the required
bit-rate is low, therefore, a large portion of Tier-1 encod-
ing efforts will become useless after the optimized trunca-
tion. If we make some prediction for the threshold value
based on the wavelet transform, the PSNR performance
may significantly decrease because the model of the
wavelet coefficients is not always accurate for various
images. Several reports make some theoretical prediction

[6]-[8], but the performance compared with the optimized
rate-distortion algorithm may differ from images to im-
ages, not consistently guaranteeing the similar quality to
the optimized algorithm. .

We change the entire thought for finding the thresh-
old value of slope to truncate each bit-stream of code-
blocks. Actually, the proposed method need not find the
threshold value in advance. Before introducing the
method, we observe two properties for these slopes first.
One is the monaotonically decreasing property for the
value of slopes in a code-block. The other is that all val-
ues of the slopes of the included passes are higher than the
threshold value after the set of optimized truncation points
is obtained. Based on these properties, we can apply the
following processes, called “Minimal Slope Discarding”
method, to perform rate-distortion optimization,

1. After a pass is coded by Tier-1, get the ADF and AR*
of this pass to calculate S, do the monotonically de-
creasing processing at this pass, and accumulate the
additional number of bytes. If the accumulated num-
ber of the total bytes exceeds the target bit-rate, go to
step 2. Else continue the Tier-1 coding process.

2. Find the minimal value slope among the coded code-
blocks. Note that we only need to check the last pass
(truncation point) for each coded code-blocks be-
cause of the monotonically decreasing property. And
then discard the pass with this minimal slepe. That is,
move the desired truncation peint in that code-block
one step to decrease the total accumulated bit-rate.
Afterwards, There are two conditions needed to be
checked,

(1) If the accumulated bit-rate is still larger than
target one, do step 2 again. Else check the con-
dition of step (2).

(2} If the code-block with the pass of the minimal
slope is the current coding one, break out Tier-
1 coding for this code-block and start for next
one. Else continue Tier-1 process without
breaking.

When all the code-blocks complete the Tier-1 proc-
essing with the above method, the rate-distortion optimi-
zation scheme is finished at the same time, since all the
truncation points have already been determined. The
computation reduction is performed by the condition of
step (2) for breaking in the middle of the processing of
code-blocks. Being assured to break out at that condition
is because we expect that the values of slopes under the
current truncation point are all smaller than included ones
for the decreasing property from higher bit-planes to
lower bit-planes. Although there exists some exceptions,
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Fig. 1. Normalized run time of EBCOT Tier-1. (a) is for imeversible wavelet transform (9-7 filter), and (b) is for
reversible one (5-3 filter). (Test image: Lena 512x512. 1 tile, 1 layer, 5 decomposition levels)

the influence for PSNR performance is quite small ac-
cording to the simulation results that will be presented
later. Hence, in this code-block, those following passes,
whose values of slope are under the current minimal slope,
are not possible to become the candidate when the current
accumulated number of bytes is beyond the given bit-rate.
The computation of Tier-1 is therefore reduced signifi-
cantly especially under low bit-rate compression, and the
Tier-2 process almost pays no overheads in the proposed
method since Tier-2 holds little percentage of the whole
compression process. Moreover, the proposed method can
also reduce the computation of rate-distortion slopes be-
cause it is unnecessary to compute the slopes of those
passes without coding.

4. EXPERIMENTAL RESULTS

The “Minimal Slope Discarding” method is simulated by
C program and compared with JPEG2000 Verification
Model (VM) 7.2. The normalized run time of EBCOT
Tier-1 is shown in Fig. 1. We can find the proposed
method reduces considerable computation since a large
part of unnecessary processes is skipped. Furthermore, the
reduction is more efficient at reversible wavelet transform
mode because the redundant passes for this mode are
mere than those for irreversible one at the same target bit-
rate. More simulations are tabulated in Table 1 using the
number of contexts processed in Tier-1 to represent
computation complexity since it is more accurate to obtain
and highly correlated to the run time

The PSNR performance is shown in Fig. 2 and de-
tailed in Table 2. For these four test images, PSNR differ-
ence between the proposed method and VM is no worse
than 0.06 dB at the same bit-rate. As mentioned before,
the negligible decreasing is because monotonically de-

cteasing value of slopes for a code-block is not guaran-
teed unless all the passes of this code-block are com-
pletely encoded. However, the influence is slight based on
the simuiation results because of the natural decreasing
property for slopes for a code-block. On the contrary, the
PSNR of our proposed method is often somewhat higher
than VM. The reason is that, the VM method (standard
recommended) is just able to get the passes with the value
of slope greater than the threshold value. Instead, since
the “Minimal Slope Discarding” method is exploited, we
can contain a little more passes whose values of slope are
not larger than the threshold value but fit the constraint of

Y R <R,

5. CONCLUSIONS

An efficient methodology of rate-distortion optimized
truncation in JPEG2000 EBCOT Tier-2 is utilized to
greatly reduce the computation of EBCOT Tier-1 encoder
processing. The key idea is from the fact that a large por-
tion of the computation in Tier-1 is a redundancy at low
bit-rate. It can be reduced through the feedback control
from Tier-2 to eliminate unnecessary processing. Simula-
tion shows an appreciated result for reducing computation
almost without paying any overhead or PSNR cost. As for
other works of Tier-2 such as layer formation for resolu-
tion scalability, the proposed method can stili be exploited
for rate control to all the code-blocks first, and then proc-
ess the layer formation by the original method. To sum up,
“Minimal Slope Discarding”™ method contributes to higher
speed and lower power on both software and hardware
issue, and the compression performance remains compa-
rable to the JPEG2000 original method.
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Fig. 2. PSNR comparison at different compression ratio. (a) is for irreversible wavelet transform (9-7 filter), and (b) is
for reversible one (5-3 filter). (Test image: Lena $12x512. 1 tile, 1 layer, 5 decomposition levels)
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Table 1. The number of contexts of EBCOT Tier-1 and its percentage. (a) is for irreversible wavelet transform (9-7
filter), and (b) is for reversible one (5-3 filter). (Test irage: 512x512. 1 tile, 1 layer, 5 decomposition levels)
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